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Abstract

Light field cameras allow us to digitally refocus a photograph after the time of capture. However, recording a light field requires either a significant loss in spatial resolution [10, 20, 9] or a large number of images to be captured [11]. In this paper, we propose incoherent holography for digital refocusing without loss of spatial resolution from only 3 captured images. The main idea is to capture 2D coherent holograms of the scene instead of the 4D light fields. The key properties of coherent light propagation are that the coherent spread function (hologram of a single point source) encodes scene depths and has a broadband spatial frequency response. These properties enable digital refocusing with 2D coherent holograms, which can be captured on sensors without loss of spatial resolution. Incoherent holography does not require illuminating the scene with high power coherent laser, making it possible to acquire holograms even for passively illuminated scenes. We provide an in-depth performance comparison between light field and incoherent holographic cameras in terms of the signal-to-noise-ratio (SNR). We show that given the same sensing resources, an incoherent holography camera outperforms light field cameras in most real world settings. We demonstrate a prototype incoherent holography camera capable of performing digital refocusing from only 3 acquired images. We show results on a variety of scenes that verify the accuracy of our theoretical analysis.

1. Introduction

Digital refocusing is the ability to refocus photographs after capture. In computational photography literature, digital refocusing is mainly associated with plenoptic cameras, i.e., cameras that capture 4D light fields [10, 20, 9, 11]. Once the light field is captured on the sensor, refocusing is achieved by propagating the light field to a virtual plane (refocus plane) by means of a 4D convolution. This is illustrated in Fig. 1(a). Finally, the refocused 2D images are computed from linear combinations of the 4D light field.

Why does refocusing require capturing a 4D light field, instead of only 2D images? Intuitively, refocusing requires ‘adding’ and ‘subtracting’ blur to the point spread functions (PSF) of different scene points, depending on their depth. In a conventional 2D image, while it is possible to add blur to a scene point’s PSF, it is not possible to subtract or remove blur without introducing artifacts in the image. This is because 2D imaging is an inherently lossy process; the angular information in the 4D light field is lost in a 2D image. Thus, typically, if digital refocusing is desired, 4D light fields are captured. Unfortunately, light field cameras sacrifice spatial resolution in order to capture the angular information. The loss in resolution can be significant, up to 1-2 orders of magnitude. While there have been attempts to improve resolution by using compressive sensing techniques [14], these often rely on strong scene priors [1, 16], which may limit their applicability.

In this paper, we propose using incoherent holography, an image capture technique that allows digital refocusing without loss of spatial resolution. The main idea is to capture the coherent 2D hologram of the scene on the sensor, instead of the 4D light field. The hologram is a lossless representation of the optical wave-front radiated by the scene. Since the hologram is 2D, it can be captured on a sensor without sacrificing spatial resolution. This is because holography is an inherently 2D process - the coherent electric field and propagation operator are 2D functions. The coherent electric fields can be propagated between two parallel planes without any loss of information simply by a 2D convolution. This is illustrated in Fig. 1(b).

The key properties of coherent light propagation are that the 2D coherent spread function (CSF) is depth dependent and has a broadband frequency response. This enables refocusing by allowing either adding and subtracting blur for a scene point, depending on its depth. This is illustrated in Fig. 2. These properties taken together enable us to solve the problem of digital refocusing entirely in the 2D domain, completely bypassing the problem of 4D light field acquisition and resolution tradeoffs therein.

Despite the obvious advantages, why isn’t holography...
Light field cameras capture 4D light fields on 2D sensors, resulting in loss of spatial resolution. (a) Light field propagation

\[ L_{\text{ref}}^\text{eff}(x, y, u, v) = L_{\text{cap}}^\text{eff}(x, y, u, v) * g_{z0}(x, y, u, v) \]

(b) Electric field propagation

\[ U_{\text{ref}}^\text{eff}(x, y) = U_{\text{cap}}^\text{eff}(x, y) * h_{z0}(x, y) \]

2D electric fields can be propagated between parallel planes by a 2D convolution. The coherent blur encodes depth information and has broadband frequency response. This enables digital refocusing without loss of spatial resolution.

**Limitations:** The blur kernels in images captured using incoherent holography have a broadband frequency response. Thus, the ‘bokeh’ appears like concentric rings, and not the familiar ‘disc-shaped’ incoherent PSFs. On the flip side, because high frequencies are preserved, it is possible to handle very large image blur sizes. In our experiments, we show results with blurs as large as half the sensor size.

\[ u(r) = \int \delta(r - r_0) f(r) \, dr_0, \quad \text{(1)} \]

\[ h(x, y, z) = \frac{1}{i\lambda z} e^{ikz} e^{\frac{i\pi}{\lambda z}(x^2 + y^2)}. \quad \text{(2)} \]
Digital refocusing with incoherent holography. The scene consists of three playing cards placed at different depths. (a) The 2D hologram is captured with the camera focused at Depth 1. The coherent spread functions (CSF) for the cards vary in size according to their depths. The CSFs have the shape of a sinusoidal zone plate. Consequently, high spatial frequencies are preserved in the hologram even though the maximum blur diameter is nearly half the image width. In contrast, the incoherent PSFs in conventional imaging act as low-pass filters. (b, c) Refocusing on Depth 2 and Depth 3 is achieved by 2D deconvolution of the image in (a) with the second and third CSFs in (a), respectively. After deblurring, the size of the CSFs in the refocused images increases or decreases depending on the scene depths. In conventional imaging, such refocusing cannot be achieved with a 2D deconvolution.

where $h(r) = h(x, y, z)$ is the 3D Coherent Spread Function (CSF), $V$ is the volume occupied by the scene, $k = 2\pi/\lambda$ is the wavenumber, and $\lambda$ is the optical wavelength. The field in the reference plane is then simply $u_0(x, y) = u(x, y, z = 0)$. The CSF is a phase-only Fresnel pattern whose scale depends on the depth. The physical interpretation of the CSF is a spherical wave with wavelength $\lambda$ with radius of curvature equal to $z$. Convolution of a wavefront with the CSF expresses the fact that each point on the wavefront produces a spherical wave propagating from that point, a phenomena known as the Huygens-Fresnel Principle [4]. The CSF has the following two useful properties:

**Property 1**: Propagation of the optical field from one plane to the next can be expressed in terms of a 2D convolution

$$u_{z_0}(x, y) = u_0(x, y) * h_{z_0}(x, y).$$

where $*$ is the 2D convolution operator, and we have used the short hand $h_{z_0}(x, y) = h(x, y, z = z_0)$ to represent the 2D CSF. Eqn. 3 is commonly referred to as the *Fresnel diffraction integral*.

**Property 2**: The Fourier transform of the 2D CSF $H_{z_0}(k_x, k_y)$ is a also a phase-only pattern, and its modulus (i.e. the MTF) is constant

$$H_{z_0}(k_x, k_y) = \mathcal{F}\{h_{z_0}(x, y)\} = e^{ikz}e^{i\pi\lambda z(k_x^2 + k_y^2)},$$

$$|H_{z_0}(k_x, k_y)| = 1.$$  

The consequence of Property 1) is that the propagating the field to a plane with arbitrary depth $z = z_0$ can be expressed compactly as a 2D convolution between the field at the reference plane and the 2D CSF $h_{z_0}(x, y)$. If a sensor at the reference plane captures the coherent field, then Eqn. 3 expresses how to ‘refocus’ the field to a sensor located at a distance $z = z_0$ from the sensor plane. The consequence of Property 2) is that the refocusing operation can be performed with zero noise amplification since the MTF is unity and all frequencies are preserved exactly.

### 2.1. Coherent Holography

Unfortunately, visible light frequencies of hundreds of THz prevent direct capture of the coherent field. We can only measure the intensity of the optical field. The core idea behind holography is to use a reference beam $u_{ref}(x, y)$ that interferes with the coherent field $u_0(x, y)$ on the sensor [3]. The measured intensity of the combined field on the sensor is then
where \( * \) is the complex conjugate operator. The captured image \( i(x, y) \) consists of the sum of four terms. The first two terms combine the intensities of the reference and object fields. The last two terms contain interference that gives relative phase between the reference \( u_{ref}(x, y) \) and object field \( u_0(x, y) \). A multitude of techniques have been devised to recover the desired complex object field from the captured image, in this paper we use the method of phase shifting [21]. The idea is to capture a sequence of \( K \) images \( u_0^{(k)} \) with phase shifted reference beams \( u_{ref}^{(k)}(x, y) = e^{i\phi_k} \), where the phase for the \( k \)-th reference beam is given by

\[
\phi_k = \frac{2\pi k}{\lambda K}.
\]

Phase shifting the reference beam is typically accomplished with high precision using either a mirror actuated by a piezo-electric actuator [7, 8] or a phase modulating LCD [6, 19, 5]. The complex field can then be recovered exactly from the \( K \) captured images using the relation

\[
\sum_{k=1}^{K} i^{(k)}(x, y)e^{-i\phi_k} = u_0(x, y).
\]

As few as \( K = 3 \) images is sufficient for exact recovery.

### 2.2. Incoherent Holography

Incoherent holography relies on creating a reference beam as expressed by Eqn. 8. Unfortunately this can only be done with a high power spatially and temporally coherent source, (i.e. a laser). Incoherent holography overcomes this limitation by splitting each scene point into two beams, effectively creating a reference for each scene point individually.

#### 2.2.1 System Definition

For the purposes of this paper, we consider the incoherent holography camera geometry shown in Fig. 3. We begin by following beam path 1 (Fig. 3, top). Consider a point source at a distance of \( z \) from the camera aperture of width \( w \). The main lens with focal length \( f_1 \) images the point source onto the sensor. The camera aperture is located one focal length in front of the lens, and the sensor is located one focal length behind the lens. This is an infinite-conjugate geometry, so scene points at infinity (or just beyond the hyperfocal distance) will come to focus on the sensor. Closer scene points will come to focus a distance \( \delta_1 \) in front of the sensor, producing a blur circle on the sensor with diameter \( b_1 \).

For the second beam path (Fig. 3, bottom), a lens with focal length \( f_2 \) is placed in the aperture. The effect is to increase the focal shift to \( \delta_1 + \delta_2 \), producing a larger blur width \( b_2 \). The two beams overlap on the sensor, producing an interference pattern. Incoherent holography is in no way restricted to such a \( 2f \) setup; it is used here merely as a convenience, resulting in the convenient relations

\[
\delta_1 = -f_1^2 / z
\]
\[
\delta_2 = f_2^2 / f_1
\]
\[
b_1 = w \cdot \delta_1 / f_1
\]
\[
b_2 = w \cdot (\delta_1 + \delta_2) / f_1.
\]

where a negative blur size indicates the beam comes to focus behind the sensor. Scene points located at \( z = \infty \) come in to focus on the sensor (i.e. \( \delta_1 = 0 \)). If the scene depths are in the range \( z \in \{z_{min}, \infty\} \), the focal length of the secondary lens is chosen so that \( f_2 = z_{min}/2 \), resulting in a range of blur sizes \( b_1 \in \{-b_{max}, 0\} \) and \( b_2 \in \{b_{max}, 2b_{max}\} \) for the first and second beam, respectively, where \( b_{max} = w \cdot f_1 / z_{min} \). The CSFs for beams 1 and 2 have a finite support that is determined by the optical cutoff frequency \( f_0 = w/(2\lambda f_1) \). Spatial frequencies greater than \( f_0 \) will be suppressed by the optical system. This will naturally limit the support of the CSFs since spatial frequencies increase outwardly from the center for Fresnel patterns. It follows that a reasonable choice for the pixel size is \( \Delta = 1/(2f_0) \). The two waves incident on the sensor may then be expressed as

\[
h_1(x, y, z) = \frac{1}{b_1} e^{i\pi z_1 (x^2 + y^2)}
\]
\[
h_2(x, y, z) = \frac{1}{b_2} e^{i\pi z_2 (x^2 + y^2)}
\]

where the depth dependence is implicit because \( b_1, b_2 \), depend on the depth \( z \).

#### 2.2.2 Incoherent Holography PSF

The aggregate system CSF is equal to the sum of the CSFs. However, for incoherent imaging, scene points no longer add coherently. The impulse response becomes the Point
Section 2 introduced the concept of synthesizing a 3D CSF from an incoherent imaging system. The analysis cov-
Figure 5. **Simulation results.** The scene consists of three playing cards placed at different depths. The camera is focused on the front card (Depth 1). The scene depths are chosen so that the maximum blur size is 32 pixels (top row) and 64 pixels (bottom row). (a) The three input phase-shifted images. (b) The recovered holograms. The front card is in focus, and the other two cards are blurred. (c, d) Images refocused on the middle card (Depth 2) and the back card (Depth 3), respectively. Image noise is higher for the larger blur (bottom row).

Considered the basic principle of capturing the 2D field on the sensor and digitally refocusing to a new synthetic sensor location. Digital refocusing is achieved via a noise-free 2D deconvolution process. However, the light captured by the sensor was divided between the four blurry images. At no point did we quantify the fraction of captured signal corresponding to the recovered field $u_0(x, y)$. However, we can do so by calculating the OTF and MTF from Eqn. 20

$$H(k_x, k_y) = \mathcal{F}\{h_{12}(x, y)\} = \frac{i|\Delta|}{b_2 - b_1} e^{i\pi (\frac{b_1+b_2}{2})^2} (k_x^2 + k_y^2),$$

$$|H(k_x, k_y)| = \frac{\Delta}{b_{\text{max}}}.$$  

The MTF is inversely proportional to the maximum blur size. Since the MTF is flat over the passband, this means that SNR falls off exactly in the same way, *producing significantly greater SNR than a full resolution light field camera.* Fig. 5 shows simulations results for an incoherent holography system with two blur sizes, $b_{\text{max}}/\Delta = 32$ (top), and $b_{\text{max}}/\Delta = 64$ (bottom), and a noise variance of $\sigma = .005$. The deblurring error is seen to increase with the maximum blur size. The increase in noise is linear, as shown in Fig. 6, where it is evident that the ratio of RMSE deblurring error is approximately equal to the ratio of blur sizes.

### 3.2.1 The Effect of Temporal Coherence

The analysis thus far assumed that the two beams produced by each scene point in an incoherent holography system will interfere. However, there are necessary conditions conditions that must be ensured before interference is observed: spatial and temporal coherence. For Incoherent holography, spatial coherence is preserved between the the two beams because they originate from the same scene point. However, spatial coherence is not maintained for neighboring scene points, and as a result, no interference is observed between them. Narrowband light sources, such as a laser or LED, may be used to illuminate the scene to ensure there is sufficient temporal coherence. On the other hand, if natural light sources, such as sunlight or incandescent bulbs, are used to illuminate the scene, color filters must be placed in front of the lens to reduce the range of wavelengths incident on the sensor to within a sufficiently narrow band $\Delta \lambda$, reducing the amount of captured light, and hence also the SNR. More precisely, the maximum difference in optical path length (OPD) between the two beams must not exceed...
the coherence length of the source $l_{src} = \lambda^2/\Delta \lambda$. The required coherence length $l_{IC}$ for our incoherent holographic camera is determined by the maximum OPD

$$l_{IC} = OPD_{\max} = \frac{\lambda b_{\max}}{\Delta}$$  \hspace{1cm} (25)

The coherence lengths for some common light sources are 30cm for a Helium-Neon Laser, and 1-10mm for a laser diodes. Blackbody emitters have coherence lengths on the order of a single wavelength. For instance, the sun has a coherence length of $l_{src} = 6\mu m$ and incandescent lights with a color temperature of 3,000K have a coherence length of 1.2\mu m \cite{2}. The fraction of light transmitted after color filtering to achieve the desired coherence length can roughly be approximated by $T = l_{src}/l_{IC} \approx \Delta/b_{\max}$ \hspace{1mm} (3). As a result, the SNR of an incoherent holography system after applying the color filter is

$$T \cdot |H(k_x, k_y)| \approx \left( \frac{\Delta}{b_{\max}} \right)^2,$$ \hspace{1cm} (26)

which is the same as for full resolution light field capture.

### 3.3. When to use Incoherent Holography

In extremely low light conditions, Hadamard Multiplexed light field cameras achieve a higher SNR as compared to incoherent holography camera, albeit at a cost of more input images. However, as light level increase and photon noise dominates (which is common in photography), incoherent holography achieves the same SNR as Hadamard light field cameras with significantly fewer images. Furthermore if a narrowband flash is used, the SNR for incoherent holography is even higher, better than a full resolution light field camera, as shown in Table 7. We include a comparison with focal stack imaging \cite{22, 15}. Refocusing with focal stacks requires capturing $N$ images for each of the $N$ different blur sizes between 1 and $N = b_{\max}/\Delta$. Note that incoherent holography with a narrowband flash can achieve the same SNR as focal stack imaging, however with significantly fewer images.

\[\text{This is a worst case approximation since it assumes the source spectrum is flat, and the center wavelength of the filter can typically be chosen for peak efficiency.}\]

<table>
<thead>
<tr>
<th>SNR</th>
<th>#/Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light Field (photon noise limited)</td>
<td>1/2</td>
</tr>
<tr>
<td>Light Field (read noise limited)</td>
<td>$1/N^2$</td>
</tr>
<tr>
<td>Incoherent Holography (broadband lighting)</td>
<td>$1/N^2$</td>
</tr>
<tr>
<td>Incoherent Holography (coherent flash)</td>
<td>1/N</td>
</tr>
<tr>
<td>Focal Stack</td>
<td>1/N</td>
</tr>
</tbody>
</table>

Figure 7. **Full resolution refocusing comparison.** A comparison between full-resolution light field cameras, incoherent holography, and focal stack imaging. The SNR given is for the refocused images after digital processing.

4. **Prototype Camera**

We designed and built a prototype incoherent holography camera based on a Michelson-type interferometer \cite{7, 8}, as shown in Fig. 8. A cube beam splitter divides incoming light from the scene into two beams. Two mirrors then reflect the beams back towards an objective lens that images the wavefront onto the sensor. One of the mirrors has a small amount of curvature to shift the focus of the beam relative to the other path. A piezo-actuated mirror creates sub-micron displacements that are used for phase shifting. We used a kinematic mirror mount (Thorlabs KC1-T-PZ) controlled by three T-Cube piezo controllers (Thorlabs TPZ001). The mirrors were both $w=25.4$mm diameter and the objective lens was a 50mm focal length lens (Edmunds Optics 59-873), resulting in an aperture setting of $f_1/w \approx F/2$. For the sensor, we used a 1/2" monochrome 10 Mpix sensor with 1.67\mu m pixels (Edmunds Optics 86-749), producing a Nyquist frequency just slightly larger than the diffraction cutoff frequency. For the color filter, we used a 10nm bandwidth interference filter with center frequency 632.8nm (Thorlabs FL632.8-10). The focal length of the curved mirror ($f_2$) is chosen according to the desired depth range. As mentioned in Section 2.2.1, the depth range is given by $\{f_2, \infty\}$. In our experiments, we chose $f_2=1000mm$, resulting in a focus shift of $\delta_2=2.5mm$, in order to cover a large depth range. A large depth range comes at the cost of low SNR. If higher SNR and lower depth range are desired, a mirror with lower $f_2$ should be chosen.

Two example scenes captured with our camera are shown in Fig. 9. **Each scene was captured at full 10 Mpix resolution.** The exposure time was long $\approx 1/30sec$ due to the amount of light blocked by the interference filter. The small pixels have a very small dynamic range, and we averaged 100 frames and used denoising software to increase the SNR to a reasonable level.

The top row shows a scene with playing cards placed at different depths. The right image shows the coherent field recovered after phase shifting, which is focused on the King in the background. The center image shows the results after refocusing on the Jack in the foreground. The Jack is seen to come into crisp focus while the King becomes sig-
Scene Refocused in front (Jack card) Refocused in back (King card)

Fence

Scene Refocused in front (fence) Refocused in back (diner sign)

Figure 9. Experimental results for digital refocusing. (Top row) Playing cards scene. Depth range is approximately 75cm and the maximum blur size is approximately 1200 pixels. (Bottom row) Diner scene. The depth range is approximately 50cm and the maximum blur size is approximately 600 pixels. When image is refocused on the back, the fence is blurred, but maintains high frequencies, and thus, cannot be seen through.

We have shown that incoherent holography provides a viable alternative to full-resolution light field capture for digital refocusing applications. The results from our prototype camera demonstrate refocusing over very large blur sizes, and we have shown high quality refocusing results at a full 10 Mpix resolution. However, as we have derived in the paper, the SNR of incoherent holography becomes small with large blur sizes. The images we captured required long exposures, frame averaging, and denoising to achieve a good SNR. Still, the performance we demonstrate is similar to what can be achieved with a full-resolution light field camera in photon limited settings. The significant difference is that we only require 3 images for full-resolution refocusing while light field cameras require significantly more. Even better performance may be achieved using a narrowband coherent flash, such as an LED or Laser diode, which can be easily incorporated into camera designs.

There are several future research directions. Analysis of how the focal length \( f_2 \) effects resolution and SNR was outside the scope of this paper but we plan to include this in future publications. One important challenge is to develop new designs that overcome the FOV limitation imposed by the use of a beam splitter cube. Another interesting research question is how to develop image processing techniques that produce the same ‘bokeh’ as an incoherent imaging system. Since resolution has been a primary concern, it may be fruitful to consider compressive acquisition schemes [18] in addition to comparing with compressive light field [14] and focal stacks [12]. It will be interesting to more closely compare the information contained in light fields and holograms, for we expect that holograms will more faithfully capture view-dependent effects such as those caused by occlusion boundaries and highly specular BRDFs. Finally, we believe there are still significant advancements to be made in various applications for incoherent holography such as aberration correction [7], freeviewpoint rendering [23], and 3D scene estimation from a minimal number of measurements [18].
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