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Abstract

Recently plenoptic cameras have gained much attention, as they capture the 4D light field of a scene which is useful for numerous computer vision and graphics applications. Similar to traditional digital cameras, plenoptic cameras use a color filter array placed onto the image sensor so that each pixel only samples one of three primary color values. A color demosaicing algorithm is then used to generate a full-color plenoptic image, which often introduces color aliasing artifacts. In this paper, we propose a dictionary learning based demosaicing algorithm that recovers a full-color light field from a captured plenoptic image using sparse optimization. Traditional methods consider only spatial correlations between neighboring pixels on a captured plenoptic image. Our method takes advantage of both spatial and angular correlations inherent in naturally occurring light fields. We demonstrate that our method outperforms traditional color demosaicing methods by performing experiments on a wide variety of scenes.

1. Introduction

A traditional camera cannot distinguish between different rays incident on a pixel. A light field camera, on the other hand, captures the complete 4D set of rays propagating from scene to camera aperture. The captured 4D light field contains richer scene information than a traditional 2D image and can be used to synthesize photographs from a range of different viewpoints or refocused at different depths [8, 7, 14, 13].

A light field camera can be implemented as a planar camera array [19], a mask based camera [18], or a lenslet-array based camera [14]. Camera arrays [19] are large, expensive, and require precise synchronization. Lenslet-based “plenoptic” camera designs are currently very popular due to commercial availability from companies such as Lytro [10] and Raytrix [16]. These cameras are portable, inexpensive, and require only a single shot to capture a light field. In this paper, we use a Lytro plenoptic camera to capture and process light fields. However, the methods presented in this paper can also be extended to other light field camera designs.

Light field cameras typically capture colors in the same way as traditional cameras: by placing a Color Filter Array (CFA) on the sensor. For example, the Lytro camera uses a Bayer type CFA (Fig. 1) that is also commonly used in digital cameras, camcorders and scanners. The Bayer filter forces each pixel to capture only one red, green or blue color component. For traditional 2D cameras, a color demosaicing algorithm is used to restore missing spatial information, often incorporating an image prior to improve performance [12]. The Lytro camera places an array of around $300 \times 300$ microlenses over a 11 megapixel sensor that is covered with a Bayer CFA. The captured light field has an effective $300 \times 300$ spatial and $11 \times 11$ angular resolution. However the Bayer pattern behind each microlens introduces gaps in the full color light field: some rays in each color channel are not measured (see Fig. 2). A good color demosaicing algorithm is needed to recover this missing information in order to avoid a loss in resolution. Furthermore, since the loss of information is inherently 4D (i.e. missing rays, not pixels) the algorithm should model the captured signal as a 4D light field rather than a 2D image.

In this paper, we present a learning based technique for color demosaicing of light field cameras. We exploit
the spectral, spatial and angular correlations in naturally occurring light fields by learning an over-complete dictionary, and reconstruct the missing colors using sparse optimization. We perform experiments on a wide variety of scenes, showing that our technique generates less artifacts and higher PSNR compared with traditional demosaicing techniques that do not incorporate a light field prior [12].

2. Previous Work

Color demosaicing algorithms for traditional cameras have been carefully studied for several decades. Those algorithms interpolate missing color values using methods that exploit spectral and spatial correlations among neighbor pixels. Examples methods include edge-directed interpolation [9], frequency-domain edge estimation [5], level-set based geometry inspired by image inpainting [6], dictionary learning [11] and gradient-corrected interpolation [12].

A significant amount of research on plenoptic cameras has been focused on modeling the calibration pipeline [4, 3] and improving image resolution [2, 17]. However, these methods use traditional demosaicing algorithms designed for 2D images. But plenoptic cameras capture both spatial and angular information about the scene radiance, and the best performing algorithms will model captured images as 4D light fields rather than just traditional 2D images.

Recently, Yu et al. [20] proposed a demosaicing algorithm for plenoptic cameras. Instead of demosaicing the raw plenoptic image, they postpone the demosaicing process until the final rendering stage of refocusing. This technique can generate less artifacts in a refocused image compared with the classical approach. However, their work is limited to the demosaicing of refocused images only. Our paper reconstructs the entire full-color light field by exploiting the spectral, spatial and angular correlations inherent in naturally occurring light fields.

3. Our Approach

As shown in Fig. 3, our approach consists of two steps: a training step followed by sparse reconstruction.

In the training step, we learn all the spatial, angular and color correlations of rays in a light field from a database of raw plenoptic images captured by a Lytro camera. To generate ground truth full-color light fields, we downsample the raw Lytro images by a factor of 2, effectively reducing angular resolution by the same factor. We rectify the hexagonal-packed lenslet-array to a rectangle-packed lenslet-array to obtain a canonical plenoptic image \( L(h, w) \). From the canonical plenoptic image \( L(h, w) \) there is a simple mapping to the 4D light field \( L(p, q, u, v) \), where \( p, q \) are the angular coordinates, and \( u, v \) are the spatial coordinates. Next, we sample a set of 4D blocks from the light field and lexicographically reorder to obtain a set of sample vectors. Finally, we feed the sample vectors to the K-SVD
learning algorithm [1], and learn an over-complete dictionary that can be used to sparsely represent a 4D block of the full-color light field.

In the reconstruction step, we use the learned dictionary to reconstruct a full-color light field from a raw plenoptic image. We rectify the plenoptic image and divide into a set of \( T \) vectorized 4D blocks \( Y = [y_i, \ldots, y_T] \). The image formation model is then given by \( Y = SX \), where \( S \) is the Bayer-sensing matrix and \( X = [x_i, \ldots, x_T] \) is the set of 4D light field blocks reconstructed in full-color. We apply the bayer-sensing matrix to the dictionary \( D \) and estimate a set of sparse coefficient vectors \( \hat{\alpha} = [\alpha_i, \ldots, \alpha_T] \) such that \( Y \approx (SD)\hat{\alpha} \). Then we reconstruct the set of full-color blocks \( X \) using linear combinations of atoms in the dictionary: \( \hat{X} = D\hat{\alpha} \). Finally we reshape the matrix \( X \) into the canonical plenoptic image.

3.1. Decoding

Due to design constraints, manufacturing artifacts, and precision limitations, the microlens array of a Lytro camera is not aligned perfectly to the pixel sensor grid; the lens array pitch is a non-integer multiple of the pixel pitch, and there are unknown rotational and translational offsets. Further, the lenslet grid in a Lytro camera is hexagonally packed and must be rectified. We slightly modified the method proposed by Dansereau et al. [4] to decode a raw Lytro image into a canonical plenoptic image. Note that for our training set, we do not apply the demosaicing step used by Dansereau et al. [4], but rather down-sample to obtain the full color ground truth light field.

The canonical plenoptic image \( L(h, w), h \in \{1, \ldots P \cdot U\}, w \in \{1, \ldots Q \cdot V\} \), is just a 2D representation of the 4D light field. The 4D light field \( L(p, q, u, v) \) measures the rays that passes through the lenslet \((u, v)\) falling on to the relative pixel \((p, q)\) within this lenslet, where indices \( p \in \{1, \ldots P\}, q \in \{1, \ldots Q\}, u \in \{1, \ldots U\}, v \in \{1, \ldots V\} \). The mapping between the canonical plenoptic image \( L(h, w) \) and the light field \( L(p, q, u, v) \) is expressed by the equations \( h = p + (u - 1)U \) and \( w = q + (v - 1)V \).

3.2. Block Sampling

We are interested in finding the sparse representation of a light field, i.e., finding a dictionary such that any light field can be described as a sparse linear combination of the atoms in that dictionary. Since a single captured light field consists of around around 10 million measurements, it is impractical to find a dictionary capable of representing such a large light field in its entirety. Instead, we decompose each captured light field in to smaller blocks. To maximally take advantage of correlations in the light field, we sample along both angular and spatial dimensions. As shown in Fig. 4, we sample a grid of \( B_u \cdot B_v \) spatial positions (i.e. microlens positions), and \( B_p \cdot B_q \) angular positions (i.e. pixel locations within each microlens). For training, each ground truth block is sampled from a full-color light field and has a block size of \( n = 3 \cdot B_p \cdot B_q \cdot B_u \cdot B_v \). Each block is lexicographically reordered into a vector \( x_i \in \mathbb{R}^n \) for dictionary training. The observed signal is divided into a set of blocks represented by the vectors \( y_i \in \mathbb{R}^m, i \in \{1, \ldots, T\} \) where \( m = B_p \cdot B_q \cdot B_u \cdot B_v \). Note that \( n = 3m \) so that there are 3 times fewer measurements than unknowns, e.g. we want to reconstruct a 3-color light field from a Bayer-filtered one. The block size must be chosen to balance reconstruction quality and computation time, as discussed in Section 4.

3.3. Dictionary Learning

Sparse coding is a widely prevalent tool used in image processing applications. Popular examples include JPEG and JPEG2000 coding, which take advantage of sparsity in the discrete cosine or wavelet transform. Given a full rank dictionary matrix \( D \in \mathbb{R}^{n \times K} \) with \( K \) atoms, a signal \( x \in \mathbb{R}^m \) can be represented as a linear combination of those atoms, i.e. \( x = Da \). The coefficient vector \( a \in \mathbb{R}^K \) represents the weights of atoms used to reconstruct \( x \). For an over-complete dictionary \( (K > n, \text{ matrix } D \text{ full rank}) \), we have infinite number of solutions of \( a \), among which the one with the fewest number of nonzero elements appeals most. We find the sparsest coefficient by solving the following sparse coding problem:
\[
\min_{\alpha} \|\alpha\|_0 \quad s.t. \quad \|x - D\alpha\|_2 \leq \epsilon
\]  

(1)

The over-complete dictionary \( D \) can be derived analytically from a set of functions such as discrete cosine transforms or wavelets. In this paper we use a dictionary that is learned from a set of training samples. Given a set of \( N \) training samples \( X = [x_1, x_2, \ldots, x_N] \) each block-sampled from the training set of light fields, we seek the dictionary \( D \) that gives the best sparse representation for each training signal:

\[
\min_{D,\alpha} \sum_{i=1}^{N} \|\alpha_i\|_0 \\
\text{s.t.} \quad \|x_i - D\alpha_i\|_2^2 \leq \epsilon
\]  

(2)

We use the K-SVD algorithm \cite{1} to optimize for the best dictionary and sparse coding of the training signals.

### 3.4. Sparse Reconstruction

We use sparse reconstruction to demosaic captured light fields. Demosaicing is achieved by solving the system of equations \( Y = SX \), giving a solution for the set of full-color light field blocks \( X \) from the set of measured blocks \( Y \). The Bayer sensing matrix \( S \in \mathbb{R}^{m \times n} \) transforms a 3-color light field into a Bayer filtered light field with 3× fewer measurements than unknowns. \( S \) is a binary \( 0 \times 1 \) matrix where the entries contain a value of 1 if and only if the corresponding color channel at that given pixel position is observed in a measured block \( y_i \).

For our demosaicing algorithm, we apply the sensing matrix to the dictionary \( D \) and estimate a sparse coefficient matrix \( \hat{\alpha} \) such that \( Y \approx (SD)\hat{\alpha} \). Finally we reconstruct set of the full-color blocks \( X \) using linear combinations of atoms in the dictionary: \( \hat{X} = D\hat{\alpha} \).

### 4. Experiments and Results

To validate the efficacy of the proposed demosaicing algorithm, we compare our method with the traditional methods of bilinear interpolation and gradient-corrected interpolation \cite{12}. The comparison is performed on a dataset of 30 light fields captured of different scenes such as plants, fruits, flowers, toys, paintings, books as shown in Fig. 5. We split the whole dataset into a training set with 30 light fields and a testing set with 10 light fields.

For training, we randomly sample a total of approximately 20,000 samples of block size \( 5 \times 5 \times 3 \times 3 \times 3 \) from the 20 training light fields. From those samples, we train a dictionary \( D \) that is \( 2 \times \times \) over-complete: it has 1350 atoms of 625 dimensional vectors. The block size directly affects the performance of our demosaicing algorithm. We experimented with different block sizes such as \( 3 \times 3 \times 1 \times 1 \times 3 \), \( 5 \times 5 \times 1 \times 1 \times 3 \), and \( 2 \times 2 \times 2 \times 2 \times 3 \). We found that the block size \( 5 \times 5 \times 3 \times 3 \times 3 \) gives the best performance within a practical training time. The dictionary is chosen to be \( 2 \times \times \) over-complete as we found using more atoms only slightly improves performance but requires longer training times. The number of samples was chosen to be around 10 times the number of atoms. We set the training residual \( \epsilon = 0.01 \|x\| \) since we expect a very small noise level in captured images (i.e. \( SNR = 40dB = 20\log_{10}(1/0.01) \)).

For testing, we compared our method with bilinear interpolation and gradient-corrected interpolation \cite{12} on a total of 10 scenes. We compute the PSNR for both the reconstructed light fields and refocused images (focused on the lenslet plane). Tab. 1 shows that our method (using block size of \( 5 \times 5 \times 3 \times 3 \times 3 \)) consistently performs better than traditional methods in all the 10 testing scenes, with an average PSNR improvement of over 5dB. Tab. 2 shows the comparison of PSNR for refocused images. Again, our method (using block size of \( 5 \times 5 \times 3 \times 3 \times 3 \)) consistently performs better than traditional methods for all the 10 testing scenes, with an average PSNR improvement of over 4.7dB. To show the importance of incorporating both angular and spatial correlations, we also compare results using block size of \( 5 \times 5 \times 3 \times 3 \times 3 \) with results using block size of \( 5 \times 5 \times 1 \times 1 \times 3 \). The former incorporates both angular and spatial correlations. It has an average improvement of \( \approx 7.4dB \) (entire light field) and \( \approx 7.5dB \) (refocused image) in PSNR relative to the latter which only uses spatial correlation.

We also qualitatively compare the results of our method with the gradient-corrected interpolation \cite{12} method. Fig. 6 shows side-by-side comparison of images that are slices of light fields for a given ray angle \((p,q)\). We can observe that our method produces significantly less visual artifacts compared to the gradient-corrected interpolation.
Table 1. PSNR (dB) comparison of demosaicing results for 10 light field scenes. PSNR is calculated based on the reconstructed and ground truth light fields directly. Ours (55113) indicates a dictionary with block size of $5 \times 5 \times 1 \times 1 \times 1$. Ours (55333) indicates a dictionary with block size of $5 \times 5 \times 3 \times 3 \times 3$. We compare our method with the traditional methods of bilinear interpolation and gradient-corrected interpolation [12]. When taking both spatial and angular correlations into account (i.e. Ours 55333), our method performs $> 5dB$ greater than traditional methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>average</th>
<th>color-chart</th>
<th>fruit 1</th>
<th>fruit 2</th>
<th>flower</th>
<th>res-chart-1</th>
<th>stone</th>
<th>bear</th>
<th>res-chart-2</th>
<th>car</th>
<th>statue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilinear</td>
<td>30.65</td>
<td>32.43</td>
<td>3.37</td>
<td>29.41</td>
<td>33.79</td>
<td>31.06</td>
<td>32.70</td>
<td>29.37</td>
<td>28.32</td>
<td>27.89</td>
<td>30.15</td>
</tr>
<tr>
<td>Malvar [12]</td>
<td>31.03</td>
<td>32.58</td>
<td>32.04</td>
<td>29.94</td>
<td>34.55</td>
<td>31.80</td>
<td>33.77</td>
<td>29.33</td>
<td>28.66</td>
<td>28.06</td>
<td>29.58</td>
</tr>
<tr>
<td>Ours (55113)</td>
<td>28.81</td>
<td>31.08</td>
<td>29.36</td>
<td>27.09</td>
<td>31.31</td>
<td>28.88</td>
<td>30.29</td>
<td>27.92</td>
<td>26.59</td>
<td>26.16</td>
<td>29.46</td>
</tr>
<tr>
<td>Ours (55333)</td>
<td>36.16</td>
<td>37.53</td>
<td>37.43</td>
<td>35.80</td>
<td>39.83</td>
<td>35.27</td>
<td>39.42</td>
<td>35.04</td>
<td>33.02</td>
<td>32.70</td>
<td>35.52</td>
</tr>
</tbody>
</table>

Table 2. PSNR (dB) comparison of refocused images for 10 light field scenes. PSNR is calculated based on the refocused images generated from reconstructed and ground truth light fields. We compare our method with the traditional methods of bilinear interpolation and gradient-corrected interpolation [12]. When taking both spatial and angular correlations into account (i.e. Ours 55333), our method performs $> 4.7dB$ greater than traditional methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>average</th>
<th>color-chart</th>
<th>fruit 1</th>
<th>fruit 2</th>
<th>flower</th>
<th>res-chart-1</th>
<th>stone</th>
<th>bear</th>
<th>res-chart-2</th>
<th>car</th>
<th>statue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilinear</td>
<td>39.26</td>
<td>40.98</td>
<td>39.39</td>
<td>37.57</td>
<td>41.90</td>
<td>39.57</td>
<td>40.52</td>
<td>38.81</td>
<td>37.19</td>
<td>37.75</td>
<td>39.05</td>
</tr>
<tr>
<td>Malvar [12]</td>
<td>41.72</td>
<td>42.75</td>
<td>42.31</td>
<td>40.50</td>
<td>45.06</td>
<td>42.45</td>
<td>43.84</td>
<td>40.75</td>
<td>40.00</td>
<td>39.65</td>
<td>40.46</td>
</tr>
<tr>
<td>Ours (55113)</td>
<td>38.99</td>
<td>41.08</td>
<td>39.48</td>
<td>37.37</td>
<td>41.44</td>
<td>39.29</td>
<td>40.30</td>
<td>38.28</td>
<td>37.45</td>
<td>36.16</td>
<td>39.49</td>
</tr>
<tr>
<td>Ours (55333)</td>
<td>46.48</td>
<td>47.61</td>
<td>47.96</td>
<td>46.44</td>
<td>50.64</td>
<td>46.23</td>
<td>49.76</td>
<td>45.16</td>
<td>43.33</td>
<td>43.33</td>
<td>45.80</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Work

We have presented a learning-based color demosaicing algorithm for plenoptic cameras. By exploiting angular, spatial and spectral correlations, our algorithm performs better than traditional methods such as bilinear interpolation and gradient-corrected interpolation [12].

Our current dictionary is learned solely from a full-color light field. In the future, we are interested in exploring joint dictionary learning techniques that explicitly take into account the properties of the Bayer sensing matrix. However, the joint dictionary approach will be complicated since it requires learning a different dictionary for blocks that correspond to different portions of the Bayer mask.

Our current Matlab implementation using a 2010 manufactured desktop $i7 – 930$ CPU takes about 3 hours for training and 40 – 50 minutes for demosaicing a light field. We are interested in exploring faster GPU implementations of dictionary learning and reconstruction implementation such as the one in [15].
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Figure 6. Comparison of demosaicing performance between our dictionary learning based algorithm (using block size of $5 \times 5 \times 3 \times 3$) and gradient-corrected interpolation [12]. The images shown are a single view from the reconstructed light field (i.e., the set of $(u,v)$ spatial samples for a fixed $(p,q) = (3,3)$ angular sample). The gradient-corrected interpolation produces periodic artifacts caused by the Bayer filter. By taking into account spatial, angular, and color correlations, our method is able to reduce artifacts significantly, increasing PSNR > 5dB.

[10] Malvar [12]'s result: PSNR=29.33dB


(c) Malvar [12]'s result: PSNR=28.66dB

(d) Our result: PSNR=33.02dB