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We present a new method for structured light 3D scanning called Motion Contrast 3D scanning (MC3D). The 
key principle behind MC3D is the conversion of spatial projector-camera disparity to temporal events recorded 
by a motion contrast sensor [1]. The idea of mapping disparity to time has been explored previously in the VLSI 
community, where several researchers have developed highly customized CMOS sensors with on-pixel circuits 
that record the time of maximum intensity [2-4]. The use of a motion contrast sensor in a 3D scanning system is 
similar to these previous approaches with two important differences: 1) The differential logarithmic nature of 
motion contrast cameras improves performance in the presence of ambient illumination and arbitrary scene 
reflectance, and 2) motion contrast cameras are currently commercially available while previous techniques 
required custom VLSI fabrication, limiting access to only the small number of research labs with the requisite 
expertise.  
 
MC3D consists of a laser line scanner that is swept relative to a DVS sensor. The event timing from the DVS is 
used to determine scan angle, establishing projector-camera correspondence for each pixel. The DVS was used 
previously for SL scanning by Brandli et al. [5] in a pushbroom setup that sweeps an affixed camera-projector 
module across the scene. This technique is useful for large area terrain mapping, but ineffective for 3D scanning 
of dynamic scenes. We have designed a SL system capable of 3D capture for exceptionally challenging scenes, 
including those containing fast dynamics, significant specularities, and strong ambient and global illumination. 
 

 
Fig. 1 Comparison	
  between	
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  Scanning	
  (MC3D)	
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  Microsoft	
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   We captured these objects with our system and the Microsoft Kinect depth camera. The Kinect is based 
on a single-shot scanning method, and has a similar form factor and equivalent field of view when cropped to the 
same resolution as our prototype system. For our experimental results, we captured test objects with both 
systems at identical distances and lighting conditions. We fixed the exposure time for both systems at 1 second, 
averaging all input data during that time to produce a single disparity map. We applied a 3x3 median filter to the 
output of both systems. The resulting scans, shown in Fig. 1, clearly show increased fidelity in our system as 
compared to the Kinect. 
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(a) Reference Photo (b) MC3D (c) Kinect (d) Reference Photo (e) MC3D (f) Kinect
Figure 6: Comparison with Microsoft Kinect: Both methods captured with 1 second exposure at 128x128 resolution (Kinect output
cropped to match) and median filtered. Object placed 1m from sensor under ⇠150 lux ambient illuminance measured at object. Note that
while the image-space resolution for both methods are matched, MC3D produces higher depth resolution.

Figure 8: Performance with Interreflections: The image on the
left depicts a test scene consisting of two pieces of white foam
board meeting at a 30 degree angle. The middle row of the depth
output from Gray coding and MC3D are shown in the plot on the
right. Both scans were captured with an exposure time of 1/30th
second. Gray coding used 22 consecutive coded frames, while
MC3D results were averaged over 22 frames. MC3D faithfully
recovers the V-groove shape while the Gray code output contains
gross errors.

Strong scene interreflections: Figure 8 shows the per-
formance of MC3D for a scene with significant inter-
reflections. The test scene consists of two pieces of white
foam board meeting at a 30 degree angle. The scene
produces significant interreflections when illuminated by
a SL source. As shown in the cross-section plot on the
right, MC3D faithfully recovers the V-groove of the two
boards while Gray coding SL produces significant errors
that grossly misrepresent the shape. The Galvo line scan-
ner was used as the source in these experiments.

Specular materials: Figure 9 shows the performance of
MC3D for a highly specular steel sphere using the Galvo
line scanner. The reflective appearance produces a wide
dynamic range that is particularly challenging for conven-
tional SL techniques. Because MC3D senses differential
motion contrast, it is more robust for scenes with a wide
dynamic range. As shown in the cross-section plot on the
right, MC3D faithfully recovers the spherical surface while

Figure 9: Performance with Reflective Surfaces: The image on
the left depicts a reflective test scene consisting of a shiny steel
sphere. The plot on the right shows the depth output from Gray
coding and MC3D. Both scans were captured with an exposure
time of 1/30th second. The Gray coding method used 22 consec-
utive coded frames, while MC3D results were averaged over 22
frames. The Gray code output produces significant artifacts not
present in MC3D output.

Gray coding SL produces significant errors at the boundary
and center of the sphere.

Motion comparison: We captured a spinning paper pin-
wheel using the SHOWWX projector to show the system’s
high rate of capture. Four frames from this motion se-
quence are shown at the top of Figure 10. Each image cor-
responds to consecutive 16ms exposures captured sequen-
tially at 60fps. A Kinect capture at the bottom of the figure
shows the pinwheel captured at the maximum 30fps frame
rate of that sensor.

6. Discussion and Limitations
We have introduced MC3D, a new approach to SL that

eliminates redundant sampling of irrelevant pixels and max-
imizes laser scanning speed. This arrangement retains the
light efficiency and resolution advantages of laser scan-
ning while attaining the real-time performance of single-
shot methods.
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