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Lasers and laser diodes are widely used as illumination sources for optical imaging techniques. Time-of-flight
(ToF) cameras with laser diodes and range imaging based on optical interferometry systems using lasers are among
these techniques, with various applications in fields such as metrology and machine vision. ToF cameras can have
imaging ranges of several meters, but offer only centimeter-level depth resolution. On the other hand, range
imaging based on optical interferometry has depth resolution on the micrometer and even nanometer scale, but
offers very limited (sub-millimeter) imaging ranges. In this paper, we propose a range imaging system based on
multi-wavelength superheterodyne interferometry to simultaneously provide sub-millimeter depth resolution and
an imaging range of tens to hundreds of millimeters. The proposed setup uses two tunable III-V semiconductor
lasers and offers leverage between imaging range and resolution. The system is composed entirely of fiber con-
nections except the scanning head, which enables it to be made into a portable device. We believe our proposed
system has the potential to tremendously benefit many fields, such as metrology and computer vision. © 2017

Optical Society of America

OCIS codes: (140.0140) Lasers and laser optics; (100.3175) Interferometric imaging; (110.0110) Imaging systems.
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1. INTRODUCTION

Range or three-dimensional (3D) imaging techniques using
lasers or laser diodes as illumination sources can provide depth
information of objects being scanned. These optical range
imaging techniques have lots of important applications, such as
metrology [1] and machine vision, especially for robots and
self-driving cars [2,3]. Among these range-imaging techniques,
time-of-flight (ToF) cameras with a laser diode as the illumi-
nation source and range imaging based on interferometry are
two important types of systems. For range-imaging techniques,
higher depth resolution and longer imaging range are always
sought, in order to resolve finer details of an object and image
larger-scale objects.

Recently, ToF cameras have been a promising range-imaging
technique due to cost efficiency and compact size [4–7] com-
pared with light detection and ranging (lidar) devices [8].
ToF cameras have been widely used in machine perception and
tracking applications such asMicrosoft’s Kinect [9] andmachine
vision for robots [10]. ToF cameras typically employ high-
frequency (generally 10–100 MHz) amplitude modulation of

the laser output. The modulating signal is simultaneously sent
to ToF camera pixels as a reference. Correlation and demodu-
lation between the reference signal and the reflection signal from
the object are obtained to calculate depth information. ToF
cameras can provide an unambiguous imaging range of several
meters and depth resolution on the centimeter level [11]. The
expression governing the correlation I t between the reference
and the received light is presented in Eq. (1) [12], which shows
that the modulation frequency f t controls the depth resolution.
In order to increase depth resolution, higher modulation fre-
quency is needed. However, depth resolution on themicrometer
level is not possible because ToF sensors cannot be modulated at
GHz frequencies.

On the other hand, range imaging based on laser interfer-
ometry has depth resolution on the micrometer or nanometer
scale and is used widely in metrology and biophotonics imaging
to resolve fine features of various structures [13–19]. In optical-
interferometry-based range imaging, a continuous wave laser is
split into two beams with one beam illuminating the object and
the other beam used as a reference. The optical frequency (f o)
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serves as the modulation frequency. The detector receives
the interference signal I o [as shown in Eq. (1)] between the
reflection beam from the object and the reference beam [14].
Since the modulation frequency f o is on the order of 1014 Hz,
the depth resolution is much higher than that of ToF cameras.
The drawback to this high depth resolution is sub-millimeter
imaging range. Furthermore, this system can operate only on
critical platforms, such as isolated optical tables. In order to
solve the problem of limited imaging range, the optical fre-
quency can be decreased by orders of magnitude to generate
millimeter or centimeter imaging range. However, stable
sources of coherent electromagnetic radiation with such long
wavelengths do not exist

I i � αi � βi cos

�
4π

f i

c
z � ϕi

�
; i � t; o; p: (1)

Equation (1) (t: ToF cameras; o: range imaging based on
optical interferometry; p: proposed solution) shows the outputs
in ToF cameras and interferometry-based range imaging with z
representing the distance from the sensor to the point of inter-
est on the object, while c is the speed of light. αi, βi, and ϕi are
constants with different values in different imaging models.
This equation shows that the modulation frequency controls
both depth resolution and imaging range and that there is a
tradeoff between these two parameters. [In Eq. (1), the depth
information can be demodulated with a phase of 4π�f i∕c�z.
The maximum achievable phase difference without phase
wrapping is 2π. Imaging range can be calculated with this maxi-
mum phase value. Therefore, the higher the modulation fre-
quency, the shorter the imaging range. For depth resolution, we
assume that the resolution is limited by the sensor SNR. The
phase 4π�f i∕c�z ranges from 0 to 2π and is demodulated by
using the intensity information I i. Suppose the number of gray
levels in the detectors is N . Then each gray level represents the
resolution of the imaging system as c∕�2Nf i�. Therefore, the
higher the frequency, the higher the depth resolution.] The mo-
tivation of this study is therefore to generate a GHz or even
THz frequency f p with the same output model as shown in
Eq. (1) in order to have micrometer depth resolution, while
simultaneously having an imaging range of several hundred
millimeters.

In this paper, we propose an imaging system using super-
heterodyne interferometry [20] where two 1550-nm III–V
semiconductor lasers with slightly different optical frequencies
are used to generate a GHz-frequency optical beat-note signal
used for detection. In the following sections, a mathematical
model is developed and simulations are performed based on
this proposed method, and a prototype system is built and
tested. This setup allows flexibility between imaging range and
depth resolution, since the lasers are tunable. Furthermore, the
system can be operated in noisy environments and is com-
pletely fiber based, which makes the device portable.

2. EXPERIMENTAL SETUP

The schematic of our proposed setup is shown in Fig. 1. The
system is constructed with two InP tunable lasers (PPCL200,
Pure Photonics) with a center wavelength of ∼1550 nm. The
linewidth of each tunable laser is ∼10 KHz, which corresponds

to a coherence length of several tens of kilometers. Fiber cou-
plers (FCs) are used to split and combine the beams, while
electro-optic modulators (EOMs) are used to modulate the
phase of the light. The galvo scans the beam across different
points on the object, and an avalanche photodiode (APD) de-
tects the interference signal.

The beams from the two lasers are split by 90/10 fiber cou-
plers with 90% of the input beams directed toward the sample
arm. The two beams in the reference arm are combined, with
half of each input beam directed toward the circulator. The com-
bined beam is then guided to port P1 of the fiber circulator,
which directs the beam to the collimator and galvo scanner.
The beam reflected from the object is collimated with a lens
and directed from port P2 to port P3 to the detector. In the refer-
ence arm, the beam from laser 1 first goes though EOM 1
(LN53S-FC, Thorlabs), which sweeps the phase of the beam
with values of −π∕2, 0, π∕2 to π. The beam after EOM 1 is then
combined with the beam from laser 2, with half of each beam
guided to EOM 2 (the same model as EOM 1), which introdu-
ces a high-frequency sinusoidal phase modulation to the beam.
The beam from the reference arm is combined with the beam
from the circulator port P3 by a 90/10 fiber coupler with 90% of
the sample arm beamdirected toward the APD.The interference
signal between these two beams is detected by the APD
(APD430C, Thorlabs). The APD converts the optical signal
into an electrical signal, which is then sent into a quadratic
sensor. This quadratic sensor contains a frequency mixer and
a low-pass filter with cutoff frequency of 1.9 MHz. An NI data
acquisition (DAQ) card (PCIe 6363, National Instruments)
digitizes the signal. The depth information for one point on
the object can then be calculated by using the four phase mea-
surements. This process is then repeated for each point along
the scan.

3. MATHEMATICAL MODEL

The mathematical model governing this proposed system is de-
scribed in this section. The effect of environmental vibration to
the system is modeled using a velocity-based vibration model
[21]. The intensities of lasers 1 and 2 are constants with values
of kE1k2 and kE2k2, respectively. The wavelengths of lasers 1
and 2 are λ1 and λ2, respectively. The electric field of the beam
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Fig. 1. Schematic of our proposed setup: Two tunable lasers are
used as the illumination sources. FC, fiber coupler; EOM, eletro-optic
modulator; CIR, fiber circulator; APD, avalanche photo-diode; D1,
driver for EOM 1; and D2, driver for EOM 2. All fibers are polari-
zation maintaining. The NI card and the two drivers are controlled
with a computer. Red lines, sample arm. Black lines, reference arm.
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reflected from the object to the detector is Es�t�, and the elec-
tric field of the reference beam going into the detector is Er�t�,
and can be written as

Es�t� � α1βE1e
i�2πν1t�V t

λ1
�4π

λ1
Ls� � α2βE2e

i�2πν2t�V t
λ2
�4π

λ2
Ls�; (2)

Er�t� � γ1E1e
i�2πν1t�4π

λ1
Lr�ψ�2πf t� � γ2E2e

i�2πν2t�4π
λ2
Lr�2πf t�;

(3)

where α1, α2, γ1, and γ2 are intensity reduction factors due to
beam splitting and fiber insertion loss. β is the efficiency of
beam reflection from the object surface. ν1 and ν2 are the op-
tical frequencies of laser 1 and laser 2, respectively. V represents
the velocity value in the velocity-based vibration model as de-
scribed above. Lr is the optical path length for the light traveling
in the reference arm, while Ls is the optical path length for the
sample arm, which encodes the depth information of the ob-
ject. ψ is the phase added by EOM 1, and f is the modulation
frequency of EOM 2.

The beam reflected from the object surface interferes with
the reference beam when they meet in the fiber coupler. The
optical signal I�t� going into the APD can be written as follows
(the APD converts the photonic signal into an electrical signal):

I�t� � �Es�t� � Er�t�� × �Es�t�� � Er�t���

� a0 � a1 cos

�
V t
λ1

� ϕ1 − ψ − 2πf t
�

� a2 cos

�
V t
λ2

� ϕ2 − 2πf t
�
; (4)

where a0 � �α1βE1�2 ��γ1E1�2 ��α2βE2�2 ��γ2E2�2, a1 �
2α1βγ1E2

1, and a2 � 2α2βγ2E2
2. a0, a1, and a2 are

constants. ϕ1 � 4πL∕λ1, and ϕ2 � 4πL∕λ2. L is equal to
�Ls − Lr�, which is the optical path length difference between
the sample and reference arms.

In order to generate a GHz beat-note frequency (ν1 − ν2),
the electrical signal from the APD is sent into a “quadratic
sensor,” which is a frequency mixer combined with a low-pass
filter. The signal after the mixer, S�t�, is as follows:

S�t� � I�t�2 �
�
a0 � a1 cos

�
V t
λ1

� ϕ1 − ψ − 2πf t
�

�a2 cos

�
V t
λ2

� ϕ2 − 2πf t
��

2

: (5)

S�t� contains DC components, components with frequency
of f , and 2f -frequency components. The low-pass filter
removes the f and 2f components, so that the signal after
the low-pass filter L�t� is

L�t� � m1 · cos
�
V t
Λ

� 4πL
Λ

− ψ

�
� m2; (6)

where m1 � a1a2, and m2 is a constant. Λ is the so-called
“synthetic wavelength,” which is equal to λ1λ2∕�λ2 − λ1�.

A DAQ card converts the analog signal (L�t�) into a digital
signal (o�t�) with satisfying Nyquist sampling condition. The
synthetic wavelength is determined by the selection of λ1 and λ2
and is on the order of tens of millimeters in our experiment.
The synthetic wavelength is much larger than the amplitude of

most mechanical vibrations, thus rendering vibration effects
negligible. The output signal is then

o�t� � m1 cos

�
V t
Λ

� 4πL
Λ

− ψ

�
� m2

≈ m1 cos

�
4πL
Λ

− ψ

�
� m2: (7)

Since Λ equals c∕�ν1 − ν2�, the output signal o�t� can be
written as

o�t� � m1 cos

�
4π

Δν
c
L − ψ

�
� m2; (8)

whereΔν equals �ν1 − ν2�. Therefore, a new frequencyΔν with
a value tunable anywhere from DC to THz range is generated,
as proposed in Eq. (1).

Four measurements are taken at phase values of −π∕2, 0,
π∕2, π using EOM 1 [4]:

o1 � oa cos
�
4π

Δν
c
L
�
� ob; (9)

o2 � oa cos
�
4π

Δν
c
L −

π

2

�
� oa sin

�
4π

Δν
c
L
�
� ob;

(10)

o3 � oa cos
�
4π

Δν
c
L − π

�
� −oa cos

�
4π

Δν
c
L
�
� ob;

(11)

o4 � oa cos
�
4π

Δν
c
L −

3π

2

�
� −oa sin

�
4π

Δν
c
L
�
� ob:

(12)

The depth information (L) can be calculated as

L � c
4πΔν

arctan

�
o2 − o4
o1 − o3

�
: (13)

This process can be repeated for all points on the object’s
surface using a galvo scanner.

4. SIMULATION

To theoretically validate the concept of this proposed imaging
system, we performed a simulation based on the mathematical
model. The wavelengths of the two lasers are set as 1550 nm
and 1550.01 nm. The velocity of the environmental vibration
is set at 1 mm/s. The intensity reductions of α1 and α2 are set at
0.49 for the sample arm, and γ1 and γ2 are set at 0.001. The
modulation frequency of EOM 2 is 15 MHz. The object is
modeled with the Lambertian model. White noise with SNR
of 27.8 dB is added to the APD readout. Another white noise
source with SNR of 29 dB is added in the analog-to-digital
(ADC) conversion.

The signal processing flow for a single point on the surface
of the object is shown in Fig. 2. The APD output of the re-
ceived interference signal is shown in Fig. 2(a). As shown in
Fig. 2(b) of the interference sginal’s spectrum, the 15-MHz
frequency component is resolved by the APD. The mixer out-
put is shown in Fig. 2(c) with its spectrum shown in Fig. 2(d).
The DC component, 15-MHz component, and 30-MHz
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component are clearly observed. The 15- and 30-MHz com-
ponents are removed by the low-pass filter, as shown in
Fig. 2(e) with its spectrum shown in Fig. 2(f ). White noise
is added to the low-pass filter output and then sampled with

the DAQ card, as shown in Figs. 2(g) and 2(h) (marked with
red line). The depth information is calculated with the previous
four-bucket method by sweeping the phase in EOM 1.

A 3D object containing many stair-steps with depth ranging
from 0 to 100 mm with a step of 5 mm (from center to edge) is
generated as the ground truth shown in Fig. 3(a). The depth
information for the whole object calculated using the previous
method without noise is shown in Fig. 3(b), while the depth
information with noise is shown in Fig. 3(c). Phase wrapping
occurs if the depth is larger than the imaging range of 60 mm,
as shown in Figs. 3(b) and 3(c). The cross-lines at the same
location in Figs. 3(a)–3(c) are shown in Fig. 4. The simulated
measurement with noise is compared to the no-noise data and
the ground truth data, as shown in the inset [Fig. 4(b)]. The
difference ΔL between simulated measurements with noise and
ground truth was compared and analyzed. The mean of ΔL is
0.0026 mm with a standard deviation of 0.2226 mm. This in-
dicates that the depth resolution is far less than 1 mm, with
an imaging range of 60 mm. This gives the credibility to the
concept of our proposed imaging system.

5. EXPERIMENTS AND RESULTS

After validating this system, we built an experimental prototype
as previously described. The wavelengths of the two tunable
lasers are 1550 nm and 1550.04 nm. The offset between λ1
and λ2 in the prototype is set to be larger than that in the
simulation experiment to make the optical beat-note frequency
stable. The output power of each laser is about 25 mW. A
custom-made driver controlled by the DAQ card is used to
drive EOM 1. Another driver is used to drive EOM 2 with

Fig. 2. Signal processing flow for one point: (a) simulated APD out-
put; (b) spectrum of simulated APD output; (c) signal after the mixer
in the quadratic sensor; (d) spectrum of mixer output; (e) signal after
the quadratic sensor; (f ) spectrum of the quadratic sensor output;
(g) analog-to-digital conversion by the DAQ card (red line) of the
quadratic sensor output (black line); and (h) inset of the signal in (g).

Fig. 3. (a) Groundtruth 3D objects; (b) simulated 3D images with
no noise added in the APD and the NI card; and (c) simulated 3D
images with noise added. The x axis and the y axis mark the pixel
number in the x and y dimensions. Different colors represent the
depth information with values from 0 to 100 mm. Color bar units
are in meters.

Fig. 4. A line plot across the simulated 3D object in Fig. 3(a), depth
values on pixels along the line in simulated measurement with noise,
simulated measurement without noise, and ground truth. The imaging
range is about 60 mm as shown in the plot; (b) inset of (a) shows a
zoomed-in offset between measurements and the ground truth. There
is overlap between the noiseless simulated measurement and the
ground truth.
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a modulation frequency of 15 MHz. A low-pass filter with a
cutoff frequency of 22 MHz is used to remove high-harmonic
components of the output from driver 2 before sending this
driver output to EOM 2. The half-wave voltage of EOM 1
is approximately 3 volts.

The interference signal at the APD was found to be unstable
on the tens-of-ms to several-seconds timescale (see more details
below). Therefore, it was necessary to make measurements on
the sub-ms timescale to demonstrate the high depth resolution
of the proposed system. The depth information of a tilted
planar surface was measured. The tilt level (the distance be-
tween the nearest point and farthest point) of the plane was
∼6 mm. The galvo scanned 25 points in 1 ms, as shown in
Fig. 5(a). The galvo was scanned using a sinusoidal signal with
frequency of 500 Hz, as marked with the red line in Fig. 5(b).
The driving signal to EOM 1 is the black step signal shown in
Figs. 5(b) and 5(c). The DAQ card readout of the superhetero-
dyne signal, as shown in Fig. 6, shifts when the phase is swept
on EOM 1 by adding different voltages. There appears to be
good correspondence between the DAQ card readout (Fig. 6)
and the modulation signal [Fig. 5(c)].

The corresponding depth information for these 25 consecu-
tively scanned points was calculated based on the four-bucket
method, with the results shown in Fig. 7. A best-fit line was
fitted for the measurements, as indicated by the red line in
Fig. 7. We quantified the difference between the measurements
and the best-fit line for all points. The mean deviation between
the measured depth and best-fit depth is 0.1824 mm with a
standard deviation of 0.1391 mm. This preliminary result
proves the possibility of our proposed setup for sub-millimeter
depth resolution.

Although this prototype demonstrates good depth resolu-
tion, the imaging range is limited due to noise in the system.
The main sources of noise are the hardware components, such

as EOMs and lasers. The output fibers of EOMs are not
polarization-maintaining (PM) fibers. Thus, small environ-
mental perturbations (e.g., vibrations, air currents, temperature
fluctuations) can create polarization rotation in the EOM out-
put, which then causes the interference pattern to fluctuate ran-
domly. In the next iteration of our prototype, every component
in the device will be PM, so that this issue will cease to exist.
Another noise source is that each laser fluctuates in frequency
over a range of approximately 20 MHz on the seconds time-
scale. These frequency fluctuations increase the uncertainty in
the synthetic wavelength, which decreases both the depth res-
olution and the imaging range. In principle, there are many
methods to fix or circumvent this problem [22–26]. The most
promising method is offset phase locking, in which one laser is
locked to the other so that the difference frequency remains
constant [27]. This random drift can also be circumvented

Fig. 5. (a) Tilted plane being measured along with the schematic of
the scan; (b) driving signals to EOM 1 and galvo scanner; and (c) inset
of (b).

Fig. 6. (a) DAQ card readout shows the phase-modulated signal;
and (b) inset of (a).

Fig. 7. Results and the depth calculated. (a) Phase value calculated
at different points; and (b) corresponding depth information.
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to some extent by using a synthetic wavelength that corre-
sponds to a very high beat-note frequency, so that the 40-MHz
beat-frequency drift is less significant. For example, if the syn-
thetic frequency is set to 4 GHz, then a 40-MHz uncertainty
would correspond to an uncertainty in the beat-note (and
therefore an uncertainty in the synthetic wavelength) of one
percent. Finally, another way to circumvent this issue would be
to create a second “reference arm” that would be used to
measure and subtract the random drift when performing depth
calculations.

The next step is to design and build a new experimental
system that can solve the hardware instability issues. Offset
phase locking the lasers and replacing EOMs with acousto-
optic modulators (AOMs) should make the system work for
the entire proposed frequency range, and should make it more
reliable. We believe this new system will fill an important niche
between 3D imaging based on optical interferometry and ToF
imaging.

6. CONCLUSION

In conclusion, we have proposed a fiber-basedmulti-wavelength
interferometry system using two 1550-nm lasers to achieve
sub-millimeter depth resolution and an imaging range of several
tens of centimeters. Our simulation and preliminary experimen-
tal results have demonstrated that this idea is promising. This
system is more robust than other standard imaging systems be-
cause it has a long imaging range, high resolution, is portable,
and does not need to be operated in an isolated environment.
This system can benefit the field of metrology by providing
high-accuracy depthmeasurement with long image range simul-
taneously. It also has the potential to provide high-accuracy
3D models applicable to the fields of computer vision and com-
puter graphics applications, such as 3D human face scanning.
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